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Abstract

Flashy and conspicuous consumption, where in, a latest haul or purchase is posted
on social media through short-form videos is growing popular. Some of these
TikToks showcase makeup purchases (for example, from Sephora) or clothing
purchases (for example, from Lululemon), in hundreds of dollars. While teenagers
watching this flashy consumption can experience joy, excitement and vicarious
pleasure, they can also potentially experience jealousy, peer pressure and be over-
whelmed. In order to understand the emotional responses and potential stress from
watching flashy consumption, we first curate 100 TikToks with almost 20 million
likes and 100,000 comments. We annotate each TikTok video to identify the emo-
tion experienced, a rating for the intensity of the felt emotion and the reasoning
for the emotional response. We generate Large Language Model (LLM) responses
using a zero-shot video prompting for a SOTA open-source model (VideoLLaMA2)
and a proprietary model (Google Gemini Pro 1.5). We assess the LLM perfor-
mance using model-based metrics (BERT and ROUGE scores) and a survey of
teenagers. We find that VideoLLaMA2 can describe the scene by scene happenings
in the video but it doesn’t follow the instructions. Gemini Pro 1.5 does follow the
instructions but the performance on identifying the emotion (based on the precision
and recall) are low. In addition, the lexical similarity (using ROUGE score) for
the explanation are both quote low. However, the semantic similarity (using BERT
score) of explanations for the emotional response that teenagers may experience
after watching the video are relatively high. Our survey identifies 73.1% of the
respondents agree with the LLM explanation but find it verbose.

1 Introduction

The U.S. Surgeon General’s recent advisory on social media and youth mental health highlights the
impact of social media on mental health. Up to 95% of youth ages 13–17 report using a social media
platform, with more than a third saying they use social media “almost constantly.”2 Conspicuous
or flashy consumption is a major theme in many TikToks. Many of these TikTok hauls feature
consumption in the hundreds of dollars and many a time, more than $1000. These may cause social
comparison and strong emotional response in teenagers, especially adolescent girls [Meier and Gray,
2014].

∗Both authors contributed equally to the project.
2https://www.hhs.gov/about/news/2023/05/23/surgeon-general-issues-new-advisory-about-effects-social-

media-use-has-youth-mental-health.html
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Figure 1: Pipeline to identify and evaluate emotions and stress using large video language models

TikTok and other social media algorithms are typically optimized to increase user engagement and
can lead users down rabbit holes further increasing exposure to content that may impact their mental
health3. Teens exposed to a barrage of viral haul videos may get the impression that happiness is
dependent on material things and (a lot of) expensive makeup is normal or necessary (even when
it’s not affordable to them). This may also lead to lifestyle inflation and unrealistic and inaccurate
perception of wealth. These TikToks can normalize conspicuous consumption and subconsciously
influence teens to change their spending habits to match what they are seeing online. Emotions drive
behaviour [Barlow et al., 2010] and the link may be amplified for teenagers. If an LLM can accurately
detect the emotional response to a TikTok, policy makers may be able to ask social media companies
to flag TikToks with potential negative emotional responses.

Demszky et al. [2023] explore the use of LLMs in psychology and argue that LLMs could change
research in the field of psychology but could also be misunderstood because of biases. Yang et al.
[2023] analyze the mental health and emotional reasoning ability of ChatGPT. They find that the
LLM showed strong in-context learning ability but has a significant gap with advanced task-specific
methods. LLMs that can take video input are recently released: Gemini Pro 1.5 from Google and
VideoLLaMA2 that has SOTA open source performance [Zhang et al., 2023]. Motivated by these,
our research questions are

• RQ1: Can language models identify emotions and stress from flashy consumption in short-
form videos? If so, what are the common emotions that are experienced by teenagers?

• RQ2: Are there differences in the performance of open source and proprietary models in
zero-shot video understanding of short-form videos?

• RQ3: Who does the LLM reponse align with more? A teenager who has taken a Psychology
class or one that didn’t.

Our main contributions include curating and annotation 100 TikToks with cumulative 20 million likes
and 100,000 comments. Along with this, we identify the common emotions experienced by teenagers
by watching these TikToks highlighting flashy consumption. For instance, the most common emotion
that LLM is correctly identifying is desire. VideoLLaMA2 understands the videos but doesn’t follow
instructions. Gemini Pro 1.5 follows instructions well. Its accuracy score is low, but it aligns more
with a teenager who has taken a Psychology class than one who hasn’t. Despite being prompted to
act as a teenager, it shows low lexical similarity but high semantic similarity.

3https://www.wsj.com/articles/TikTok-algorithm-video-investigation-11626877477
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2 Data Collection and Pre-processing

We collected short-form videos from TikTok focusing on two specific categories: makeup and
clothing. These two hashtags were chosen due to their high volume of content and millions of views.
The 100 TikTok videos of Sephora and Lululemon hauls were chosen based (1) hashtags of Sephora
(#sephorahauls) and Lululemon(#lululemonhauls (2) At least 10,000 likes for Sephora Hauls and
1000 likes for Lululemon (3) Posted during June 1, 2023 and May 31, 2024 and are under 120 seconds

We use the yt-dlp package [yt dlp, 2024] to download all videos that meet the criteria. We (the
authors) manually annotate the videos for the emotional response experienced, the intensity of the
response and the reasoning.

3 Prompting

Plutchik [1980] proposed a psychoevolutionary classification approach to identify eight basic emo-
tions. Scherer [2005], Scherer et al. [2013] propose Geneva emotional wheel, a theoretically derived
and empirically tested instrument to measure emotional reactions to objects, events, and situations.
Mohammad and Turney [2010] create a crowd sourced moderate-sized emotion lexicon for common
Words and Phrases using Mechanical Turk and Zad et al. [2021] correct the biases in it. We adapt
these methodologies and include a list of shopping and TikTok relevant emotions in our prompt.

The human annotators and both Gemini Pro 1.5 and VideoLLaMA2 were prompted with the below
prompt. The human annotators each independently annotated all the 100 TikToks.

In this task you will see a video. Assume the role of a teenager watching this
video. List the various emotions, if any, and the intensity of emotions that they
are likely to experience watching the video. Intensity should be ranked on a 1-5
scale with 1 being very weak and 5 being very strong. Explain the reasoning.
Choose emotions from Excitement, Joy, Inspiration, Confidence, Disappointment,
Disapproval, Frustration, Jealousy, Pressured, Overwhelmed, Anxiety, Resentment,
Insecure, Sadness, Irritation, Desire, Indifference, Surprise. None, one or two
simultaneous emotions are allowed. For each of the emotions identified, the answer
should be listed as emotion, intensity, reasoning.

We used Google Colab Pro for running the experiments with VideoLLaMA2 and we used Gemini
API calls to generate responses for Gemini Pro 1.5 model.

4 Evaluation

VideoLLaMA2 only identified the products. A typical response is

"The video shows a person unboxing and reviewing different beauty and skincare
products. They showcase each product, including a bottle of hair treatment, a
container of face wash, a bottle of body lotion, a bottle of hand sanitizer, and a
bottle of perfume. The person also demonstrates how to use some of the products,
such as the hair treatment and the face wash. Overall, the video provides a detailed
look at these items and their packaging."

Gemini correctly responded to the instructions and hence we report the model based scores and
evaluation for Gemini only. One of the human annotators took a Psychology class and the other did
not. So, we report the evaluation scores separately for the LLM.

The average rating for the TikToks by an annotator that has taken a high school Psychology class is
3.41 with a standard deviation of 0.67 where as the average rating is 4.09 with a standard deviation
of 0.84. Gemini Pro 1.5 is within this range with an average rating of 3.90 and a lower standard
deviation 0.42. We only consider the emotion with the highest rating for evaluation.

Results in Table 1 indicate that Gemini’s response is closer to the annotator who has taken a
Psychology class and much less aligned with the annotator who hasn’t taken a Psychology class
[Santurkar et al., 2023]. ROUGE score shows that the lexical similarity for the explanation are low
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Figure 2: Confusion Matrix for Emotion Prediction

even though we prompted Gemini to assume the role of a teenager. However, the semantic similarity
(using BERT score) is relatively high.

Task Annotator Accuracy F1 Score

Emotion Pysch 0.2307 0.0356
Classification No-Pysch 0.0769 0.0110

BERT Score ROUGE Score
P R F1 1 2 L Lsum

Emotion Pysch 0.8545 0.8740 0.8640 0.1235 0.0229 0.0970 0.0981
Explanation No-Pysch 0.8583 0.8697 0.8639 0.1275 0.0105 0.0973 0.0972

Table 1: Evaluation of Emotion and Reasoning for Emotion

4.1 Results of Human Evaluations: Survey

We sent a survey with one Sephora Haul and one Lululemon video to 17 teenagers. 13 responded.
We asked them to rate whether they strongly agree/ agree / neutral / disagree / strongly disagree with
the LLM responses. We find that on average, 73.1% agree or strongly agree with the explanations
provided by the LLM. 53.8% felt that the explanations provided by the LLM are verbose.
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5 Limitations

We are unaware if Gemini has been previously trained on TikTok videos. Gemini refused to respond
to some videos due to safety filters. Both annotators are female teenagers, and their annotations
may potentially reflect their biases. Gemini evaluation code was written by the authors but had to be
executed by an adult. The survey size is small and doesn’t span socioeconomic statuses and cultural
differences that influence the context in which teenagers view these videos.
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